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There is presented a framework for tracking meta tool wear states discontinuoudy, when the states' finite set has
been statistically tied to the set of representative wear influencing factors. Range of wear states is presumed to be wholly
sampled into those factors. The tracker is two-layer perceptron with nonlinear transfer functions. It is a static model, unlike
evolutionary dynamic models of forecasting wear. Its identification starts with forming the initial finite genera totality con-
taining correspondence between influencing factors and each known wear state. Two-layer perceptron is then trained on an
extended generd totality, whose elements are sum of pure representatives and normal variates valuesin two terms. The first
term models jitter inaccuracies and omissions in stetistical data or measurements. The second term models possible shifts of
wear influencing factors' values in every state. The identification find stage is the input of two-layer perceptron is re-fed
with the pure representatives for making sure that they have not been disassociated from the initially given wear states. It is
said aso about liable and easy realizability of the tracking model. When range of wear states embraces al practiced wears,
the presented two-layer perceptron tracker will control metal tool object wear states with minimized error, ensuring negligi-
bility of underuse or overuse of materials.

Key words. wear state, tracking model, statistical data, two-layer perceptron, training, identification, tracking
error rate, data jitter inaccuracies, data omissions, data shifts.

Importance of tracking wear states

Tracking metal wear states reliably is necessary for preventing underuse and overuse of metal tools, de-
tails, mechanisms, manufacture, etc. If wear is overestimated then it causes underuse. Overuse is consequence of
underestimated wear. It is clear that overestimation and underestimation are unavoidable. However, if a meta
object wear states are tracked with minimized error then result of underuse or overuse is negligible. This negligi-
bility means rationalized usage of metal resource, what is desired in working.

Approaches to problem of tracking wear states

Mathematically, there are two generalized approaches to problem of tracking wear sates. One of them al-
lows to track wear continuoudy, using differential equations [1] for describing how wear values vary againg time
and influence of other factors, including geometrical coordinates, pressure, temperature, efc. Sometimes, these equa
tions contain stochastic components [2]. Rarer, the tracker is regression. The second approach proposes to control a
finite set of wear states. It can be dther a finite difference method or a method of Satistical correspondence [3].
While wear is tracked discontinuoudy, its neighboring states are close either by wear factual values or by values of
factors influencing on wear. Closure by wear factua values is not typica for atistical correspondence methods,
aiming at linguistic description (for ingtance, having states “worn lightly”, “worn moderatdy”, “worn badly”, “worn
ultimately”, and so on). Particularly, thisis about neural networking with multiple variables (influencing factors).

Whatever approach is, it needs statistical data. For tracking wear continuoudly, the data is accumulated
for setting up initial and boundary conditions in differential and difference equations [1, 3]. But in the course of
time their coefficients are required to be re-determined [2]. Generdly, accuracy of the continuity approach is de-
creasing [1, 3] astime goes by. To the contrary, the averaged accuracy of neuronet methodsis maintained constant
through the whol e range of wear states. The accuracy rank is dependent on theinitial statistical data. However, we
need fagt and confident neuronet identification methods to make the rank as high as possible. This is especialy
urgent when the number of influencing factors is of the order of tens [1]. Besides, sufficient amount of statigtical
dataisnot always available.

Goal

For a finite statistical data set, containing correspondence between influencing factors and each known
wear state, we are to develop a framework of tracking those states. The tracker model is a two-layer perceptron
with nonlinear transfer functions (2LPNLTF). Thisisauniversal classifier [4]. Itsfinite general totality (FGT) is
given in those correspondences. The major task is to substantiate the transition from that FGT to an extended

Ipo6iemu tpuGomnorii (Problems of Tribology) 2014, Ne 3


mailto:romanukevadimv@gmail.com

51

Wear state discontinuous tracking model as two-layer perceptron with nonlinear transfer functions being trained on an extended general ...

general totality (EGT), whose cardinality would be sufficient to identify 2LPNLTF classifier at the proper rank.
An expected gain is simplicity of the identification. Note that inasmuch as the tracker is 2LPNLTF then the clas-
sifier high operation speed is presumed.

Tracking wear stateswith 2LPNLTF
Let X, =g>§<j>flul T X1 j© bethe j-th group with QT ¥ wear influencing factors (WIF), corre-
'Q
sponding to the wear state WJ.T WI j.Asthesst Wi i isfinite then, without loss of generality, we can

statethat w; T {l N} by number NT ¥\{1} of total states. FGT is
[{xj,wj}: =1L ¥\ I N-3, =L N ST {1 e (X, w }T{X;, w} _1} (D)

Formally, the problemistofindamap y,1 Y oftheset X1 ° intothesetW={l N} such that

y.1 argmln a sign[w, - y (X,)| " X1 X )

Xol Xol X

by correspondence of WIF X,1 X tothestate wy1 W.
The single object input of 2LPNLTF is X =[)§]1,QT X and the output of 2LPNLTF is the number
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of the current wear state. With Sy, neurons in the single hidden layer (SHL) of 2LPNLTF, the problem (3)
contains S, {Q+N +1)+ N coefficients

| TR T O (S O (Y “

to be determined for the map in (2): matrix [aik]Q,SSH of weightsin SHL, matrix [u] of weights in the

S’ N
output layer, vector [hK]l,Ss of SHL biases, vector [bs]l, y Of theoutput layer biases. In fact, the map y*T Y

in (2) isredlized as (3), being the function W=y (X) by w=sT W. Coefficients (4) are determined through

the process of their updating. This is the identification process, alowing to solve the problem (2) via training
2LPNLTF (3).
The training process starts by feeding the input of 2LPNLTF with the training set

(¥ =[vey 1 v =%} (5)
and getting the coefficients (4) updated according to the pure representatives (5) of those N states. For (5), the
identifier is N” N identity matrix | . Then 2LPNLTF is trained by feeding its input with the training set re-
garding possible noises and inaccuracies in statistical data or measurements. As wear is influenced with a great

deal of factors (which, upon the whole, are innumerable), then those noises must be treated as normal. Also sta-
tistical data may be shifted as aresult of systematic inaccuracies and methodol ogical poorness. Eventually, some

data are sometimes omitted. Omissions occur in consequence of that not al WIF {)g}iQ:l in X can be accurately

measured or assigned. So let N (O, l) be infinite set of normal variate' s values with zero expectation and unit

variance. After the training process first stage with (5) is complete, there comes the second stage. The input of
2LPNLTF isfed with thetraining set

D(R,H,so,m)=[<{Y}f:l,{%h}hl> Y =[Velg o Ve =X, RT ¥U{},

¥, =Y +s, E+ms, 0,5, =hs,H " h=L H,HI ¥,

$>0,E=[X,], X1 N (0,1), m>0,0©=[q,] =z,1 N (0, 1)} (6)

QN’ qis
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and getting the coefficients (4) updated according to identifiers {I}LT;H . While training, vaidation is executed by
feeding theinput of 2L PNLTF with validation setswhich are the regenerated set (6) by D ( R Hyy, st m )

for Ry NR, H,NH, s\ Ns,, M Km. Theset (6) ispassed through 2LPNLTF by RT ¥ for MT ¥
times until the error on the validation setsis decreasing. Usually, R, T {0, 1} isteken.

At the final, third stage, the input of 2LPNLTF is re-fed with the training set (5). This is executed for
making sure that the pure representatives (5) have not been disassociated from those N wear states. Thus every

10 -
S -th group of WIF {)§<Js>}_ . is re-associated assuredly with the s -th wear state w;_ by s=1 N inFGT (2).
1= s
Thetransition from theinitial FGT (1) to EGT

{D(R,H,so,m),D(F%d,Hvd,sﬁ,V"“,nfv"“)}M (7)

m=1

that would be sufficient for solving the problem (2), requires parameters
{Sh R HL s m Ry, Hyg, s, mi)] ®)

to be ascertained before getting started with the identification of 2LPNLTF. They are selected being based on ex-
perience rather than strict methodology [4]. Integer Sg, is specified with Q and N . Some advisable values of

parameters (8) were recited in [5, 6]. Mind the term s, X& in (6) is responsible for modeling jitter inaccuracies
and omissions in datistical data or measurements. The teem MPs, >® in (6) is a modd of WIF shift in every

state. Therefore, S, characterizes ultimate jittersand m isratio between the suspected jitters and WIF shifts.
Tracking wear states could be accomplished with other types of neural networking, used for function
approximation. These types are radial basis functions network (RBFN), exact RBFN (ERBFN), generalized re-
gression neural network (GRNN), probabilistic neural network (PNN). However, experiments confirm that effec-
tiveness of tracking wear stateswith 2LPNLTF (3) is greater in comparison to GRNN an PNN if m>1. By that,

tracking error rate (TER) of RBFN and ERBFN grows incommensurably highif Q increases.
Discussion

Clearly, the problem (2) cannot be solved exactly. But there are many algorithms of 2LPNLTF (3) iden-
tification, bringing maps which are very close (in sense of functional spaces) tothemap y.1 Y in (2). With

properly adjusted parameters { Sy So r’r} for EGT (7), these algorithms guarantee fast convergence and well-

identified 2LPNLTF (3) as a corollary. Sufficiency of EGT (7) ensues automatically then. While tracking with
the well-identified 2LPNLTF, TER is expected minimal [4]. And the forced discontinuity in tracking wear states
is natural, because decisions on wear are practically made over finite number of its states (or number of wear
threshold values). By the way, decision tree models here are off consideration as they are too complicated in re-
alizability when Q and N are of the order of tens.

Contrariwise, there is no question on redlizability of identifying 2LPNLTF (3) and its application after
the identification. Particularly, coefficients (4) are updated by the backpropagation agorithm, having a few tens
of methods for itsimplementation. Some of them are fully available within environment MATLAB [5, 6]. Their
codes may be fredly edited for adapting them to specified problems (2) with parameters (8).

Conclusion

The presented discontinuous tracking mode provides contralling the finite set of wear states by the condi-
tion that the Sates set was Satigtically tied to the set of representative WIF within FGT (1). If any paired tie of
those ones is digtinguishable, 2LPNLTF (3) ensures minimal TER even by severe noises, shifts and omissonsin
WIF groups. When range of wear states embraces all practiced wears, from the “incipiently wear” gate up to the
gtate “outworn”, 2LPNLTF (3) competes successfully againgt other approaches. Nonetheless, 2LPNLTF approach
is not evolutionary, needing sampled data through the whole todl life. Thus, a further design might be connected
with transmitting particular solutions of evolutionary frameworksfor FGT (1) in identifying 2LPNLTF (3).
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[octynuna B penakuito 08.09.2014

Pomanrok B.B. /luckperna Mogespb Bific/1iAKOBYBaHHS CTaHY 3HOCY HA OCHOBI JBOLIAPOBOI0 MEPCENTPOHY 3
HeJIHIiTHUMHY nepeaBaIbHUMU (PYHKIISIMHU, 110 HABYAETHCSA HA PO3LUMPEHiil reHepaJbHii CyKyIIHOCTI 3 ypaxyBaH-
HSIM OXHOOK i 3CyBiB y CTATHCTHYHMX JAHHX.

IpencraBnsersest CTPyKTypa [UIsl AMCKPETHOTO BiCHIJIKOBYBAHHS CTaHIB 3HOCY METaJeBOro 3aco0y, KoM
CKIHY€HHa MHOXKHHA IIMX CTaHIB Oy/a CTaTHCTHUYHO IIOB’A3aHA 3 MHOJKMHOIO PENPE3CHTATHUBHUX (DAKTOPIB, IO BIUIMBAIOTH
Ha 3HoC. Jliara3oH CTaHiB 3HOCY BBA)KAETHCS IIOBHICTIO PO3OMTUM 3a IIMMH (akTopamu. BincrexyBauem € ABoOIIapoBHil mep-
CENTPOH 3 HEeNiHIMHIMU NepenaBaibHUMH (yHKIissMU. e — craTrdHa Mozerns, Ha BiMiHy BiJl €BOJIOLIHHNX IMHAMIYHUX
Mozienell TpOrHO3yBaHHs 3HOCY. 1i ineHTHdikamis MOYMHAEThCs 3 (OPMYBAHHS MOYATKOBO! CKiHUEGHHOI TeHepabHOI
CYKYIHOCTI, II0 MICTUTb BiNOBIZHICT MK (haKTOpaMH BILUIMBY Ta KO)KHMM BiJJOMHUM CTaHOM 3HOCY. JIBomaposuii epcer-
TPOH JlaJli HABYAETHCS Ha JESAKIH PO3IIMpPEHiH IeHepasbHiil CYKyIHOCTI, YHi €JIEMEHTH € CyMOIO YMCTHX 3pa3KiB 1 3Ha4YeHb
HOPMaJIbHUX BHIIAJIKOBHX BEJIMYMH Yy JIBOX JojaHKax. Ilepmmii fonaHok Mozeitoe (uykryauniiiHi moXuOKy Ta MpOIMycKu y
CTaTUCTUYHUX JIAHUX a00 BUMIpIOBaHH:X. JIpyruii 101aHOK MOJEIIIOE MOKIIMBI 3CYBH 3HAUCHBb (DAKTOPIB, 1110 BIUIMBAIOTH Ha
3HOC, Yy KOxHOMY craHi. Ha 3aBepiansHoMy erami ineHTudikanii Ha BXiJ ABOIIAPOBOrO NEPCENTPOHY IIE Pa3 MONAIOTHCS
YUCTI 3pa3KH VIS TOTO, 00 YHNEBHUTHCS, 110 BOHM He OyiaM po3’ €HaHi 3 10YaTKOBO MPEJICTABICHUMHU CTaHaMH 3Hocy. Ta-
KOXX HaroJomeHo Ha HMOBIpHIi Ta JIerkiid peasi30BaHOCTI Takol MO BifciiqKoByBaHHs. Kony nianas3oH craHiB 3HOCY Oy-
JIe OXOIUTIOBATH YCI BUAM 3HOCY, 3 SIKUMU 31LITOBXYIOTHCS Ha NPAKTHIL, PEJCTABICHUHN BiZICTE€XKyBay HA OCHOBI JIBOIIIAPOBO-
'O NIEPCENTPOHY Oy/ie KOHTPOIIOBATH CTAHH 3HOCY 00’ €KTa 3 METaJIeBOro 3aco0y 3 MiHIMI30BaHOIO MOXHOKO0, 3a0e3neuyto-
Y1 HE3HAUHICTh HEJJOBUKOPHCTAHHS a00 NePEeBUKOPUCTAHHS MaTepialliB.

KirouoBi cioBa: craH 3HOCy, MOjeNb BiJCITiJKOBYBAaHHS, CTATUCTHYHI [aHi, JBOIIAPOBUH IEPCENTPOH, HaBYaHHI,
ineHTHdiKallis, piBeHb MOMUIIOK BiJIC/IiAIKOBYBaHHS, (UIKTYalli}iHi TOXUOKH y IaHUX, IIPOITYCKU Y JaHHUX,
3CYBH Y JJaHHX.
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